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Figure 1: A selection of images generated by DALLE-mega, Stable Diffusion 2, DALLE-2, and AltDiffusion,
illustrating their conceptual coverage of “dog,” “airplane,” and “face” across English, Spanish, German, Chinese
(simplified), Japanese, Hebrew, and Indonesian. Coverage of the concepts varies considerably across model and
language, and can be observed in the consistency and correctness of images generated under simple prompts.

Abstract

We propose “Conceptual Coverage Across
Languages” (CoCo-CroLa), a technique for
benchmarking the degree to which any gener-
ative text-to-image system provides multilin-
gual parity to its training language in terms
of tangible nouns. For each model we can as-
sess “conceptual coverage” of a given target
language relative to a source language by com-
paring the population of images generated for a
series of tangible nouns in the source language
to the population of images generated for each
noun under translation in the target language.
This technique allows us to estimate how well-
suited a model is to a target language as well
as identify model-specific weaknesses, spuri-
ous correlations, and biases without a-priori
assumptions. We demonstrate how it can be
used to benchmark T2I models in terms of mul-
tilinguality, and how despite its simplicity it is
a good proxy for impressive generalization.

1 Introduction

Neural text-to-image models convert plain text
prompts into images (Mansimov et al., 2015; Reed
et al., 2016) using internal representations reflec-
tive of the training data population. Advance-
ments in conditional language modeling (Lewis
et al., 2019), variational autoencoders (Kingma and
Welling, 2013), GANs (Goodfellow et al., 2020),
multimodal representations (Radford et al., 2021),
and latent diffusion models (Rombach et al., 2022)
have led to sophisticated text-to-image systems.

These models exhibit impressive semantic gen-
eralization capabilities, enabling them to gener-
ate coherent, visually-appealing images containing
novel combinations of objects, scenarios, and styles
(Ramesh et al., 2021; Saharia et al., 2022). They
have semantic latent spaces (Kwon et al., 2022)
by grounding words to their associated visuals
(Hutchinson et al., 2022). However, character-
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